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e The optimal mean-field posterior of a BNN with an odd activation converges to the prior. e With a non-odd activation (e.g., ReLU), the posterior need not converge to the prior.

Setup MFVI with Odd Activations Converges to the Prior
I Prior Posterior
o Bayesian neural network: 2 o _ _ _
Theorem 1. For a Gaussian likelihood, the optimal mean field solution ()*
f(x) = \/LMWLHCM\/LMWMM - 9(Wix+Dby)---)+byp), t ‘ : ' o / converges to the prior as M — oo:
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(Wi, b;)iZ) =~ N(0,1). ® Q}? = P as M — oo.
o Variational mean-field inference: B Theorem 2. There exist universal constants ¢y, ¢, c3, ¢y > 0 such that
Q" = argmin KL(Q, P p) = argmax ELBO(Q), i 1+ —=||x]|2 .
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What happens with mean-field variational inference in 21— . . . . . ) o
wide networks (M — 50)? S S o KL(Q)", I7) = O[1) for most commonly used likelihoods.
The Case of Non-Odd Activations Discussion
o Should mean-field VI be abandoned for BNNs?
Counterexample Dataset Non-counterexample Dataset RMSE(posterior mean, prior mean) RMSE(posterior mean, data)
2 - 175 . — We recommend using great care.
- . 12: _ %E;L:zl) o Does using a ReLU activation solve all of the issues with MFVI?
- y 100 - — (W=100,0=2) — Wide networks still underfit, even if this can't always be at-
0 ___ Slump . .
Z 075 - W=52 D=7 tributed to convergence to the prior.
0.50 = (N=927,D=28)
19 . » Can the dependence of Theorem 2 on depth (L) be improved?
05 00 o5 10 15 15 10 05 00 o5 10 1s oood N ] In particular, should we expect the optimal MFVI posterior in
X ey X o 10° 0 10° deeper networks to converge more or less quickly to the prior

as width (M) increases?

e Counterexample: For non-odd activation functions (like ReLU), MFVI posterior need not converge to prior!
Links

o Non-counterexample: However, ReLU networks appear to converge to the prior on a different dataset.

o Empirically, across many datasets, we see under-fitting of wide networks with non-odd activations, but not necessarily conver- Paper: https://arxiv.org/abs/2202.11670
gence to the prior. Code: https://github.com/dtak/wide-bnns-public
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